LOCAL MASS-CORRECTIONS FOR CONTINUOUS PRESSURE APPROXIMATIONS OF INCOMPRESSIBLE FLOW
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Abstract. In this work, we discuss a family of finite element discretizations for the incompressible Stokes problem using continuous pressure approximations on simplicial meshes. We show that after a simple and cheap correction, the mass-fluxes obtained by the considered schemes preserve local conservation on dual cells without reducing the convergence order. This allows the direct coupling to vertex-centered finite volume discretizations of transport equations. Further, we can postprocess the mass fluxes independently for each dual box to obtain an elementwise conservative velocity approximation of optimal order that can be used in cell-centered finite volume or discontinuous Galerkin schemes. Numerical examples for stable and stabilized methods are given to support our theoretical findings. Moreover, we demonstrate the coupling to vertex- and cell-centered finite volume methods for advective transport.
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1. Introduction. In this work, we consider the iso-viscous Stokes problem

(1.1a) \(-\Delta \mathbf{u} + \nabla p = f\) in \(\Omega\),

(1.1b) \(\text{div} \, \mathbf{u} = 0\) in \(\Omega\),

as a prototype for incompressible flow in an open bounded domain \(\Omega \subset \mathbb{R}^d\), \(d = 2, 3\). Here, \(\mathbf{u} = [u_1, \ldots, u_d]^\top\) denotes the velocity field, \(p\) the pressure, and \(f = [f_1, \ldots, f_d]^\top\) stands for a forcing term. Below we agree on the convention, that all vectorial quantities are printed in bold. For simplicity, we consider homogeneous Dirichlet boundary conditions, i.e., we set \(\mathbf{u} = 0\) on \(\partial \Omega\), and to make the pressure well-defined, we further set \(\int_\Omega p \, dx = 0\). More general boundary conditions are considered in our numerical tests. These may be incorporated by the usual techniques; cf. [39] for an overview.

The Stokes problem written in the form of (1.1) is well-studied in the mathematical literature, and there exist a number of widely used discretization schemes. A common problem which is faced here is a compatibility condition on the discrete spaces in which the velocity and pressure are interpolated, the so-called LBB condition named after Ladyzhenskaya, Babuška, and Brezzi. A seemingly natural placement of the degrees of freedom is employed in staggered discretizations, e.g., the MAC scheme [30]. Such staggered schemes often result in lightweight stencils that preserve desirable physical properties like local mass-conservation which may be important when
we want to avoid spurious sources and sinks if the computed flow field is employed for transporting physical quantities [14, 18]. However, these methods often have the drawback that they are not easily generalizable to unstructured meshes and/or higher orders. While finite element discretizations are usually geometrically more flexible, the most-appealing choices are known to be notoriously unstable [10, 7]. For example, it is well-known that equal-order conforming interpolations produce spurious pressure modes and violate the physical principle of local mass-conservation. The former problem can be controlled by adding stabilization terms on the discrete level. The latter problem is often addressed in the literature by either penalizing the divergence of the discrete velocity field (grad-div-stabilization; cf. [38, 13]) or by enlarging the velocity space, thereby allowing piecewise discontinuous pressure approximations, which in turn allow for enhanced local mass-conservation. Among the most popular methods of this class are higher-order conforming finite elements [17, 11], and nonconforming schemes, such as the Crouzeix–Raviart element [17] or the rapidly developing class of discontinuous Galerkin methods [44, 25, 40, 16, 15, 20]. However, while some of these schemes can be efficiently implemented on modern architectures, they are expensive in terms of degrees of freedom per accuracy, and they impose a considerable infrastructural demand on the underlying framework. In particular, if the required data-structures are not or incompletely implemented in a given framework, it is practically impossible to realize any of these methods efficiently without making massive extensions to the underlying codebase first. The situation gets even worse when we consider implementations involving highly optimized communication structures for parallel processing on extreme scales; cf., e.g., the discussion in [26]. It is partly because of the facts listed above that, nowadays, still many successful academic and commercial computational fluid dynamics codes are based on a specific choice of finite differences, finite volumes, or continuous finite elements of low order, such as stabilized equal-order elements or the second order Taylor–Hood elements.

In this work, we aim to overcome the commonly criticized lack of local mass conservation for a large class of continuous-pressure finite element discretizations, which we describe in detail in section 2. We do this by introducing a unified but abstract mass flux correction for this type of method in section 3, which is defined on the faces of a dual mesh. We then discuss a postprocessing procedure which allows the lifting of the mass fluxes to obtain a pointwise solenoidal velocity approximation, and we prove that the postprocessing does not deteriorate the order of convergence of the original solution. Section 4 is devoted to the concrete construction of conservative mass-fluxes for some examples of stabilized finite element methods based on linear equal-order pairings. Our theoretic considerations are complemented by numerical examples in section 5. Here we particularly point out the importance of exact local mass conservation in coupled simulations of flow and transport.

2. Finite element discretization. Suppose a given polyhedral domain Ω ⊂ ℜd which is subdivided into simplices to obtain a quasi-uniform triangulation Th satisfying the usual shape-regularity assumptions. For kV ≥ kQ ≥ 1, we define the velocity and pressure spaces by

\[ V_h := \{ v_h \in [H^1_0(\Omega)]^d : v_h|_T \in [P_{k_V}(T)]^d \ \forall \ T \in T_h \} \]
\[ Q_h := \{ q_h \in H^1(\Omega) : q_h|_T \in P_{k_Q}(T) \ \forall \ T \in T_h \} \]

It is well-known that the natural choice kV = kQ = 1 and hV = h, hQ = h does not give a uniformly stable pairing [11]. This observation motivates us to consider also velocity spaces on a finer mesh. In the case that hV ≠ h, we assume that Th/2 is
obtained by uniform refinement from \( T_h \) and set \( h_V = h/2 \). An example for such a choice is \( h_V = h/2, h_Q = h \), and \( k_V = 1 = k_Q \), i.e., the stable modified Taylor–Hood element, also called \( P_1-iso-P_2-P_1 \). Setting \( k_V = 1 = k_Q \) and \( h_V = h/2 = h_Q \), we obtain an unstable pairing which can be stabilized in terms of a two-level stabilization; see, e.g., [41] or section 4.3. To formally incorporate the mean-value condition of the pressure, we hence assume that the discrete Stokes formulation (2.1) is uniformly stable, i.e., there exists a stability constant \( \gamma > 0 \) independent of \( h \) such that the stability assumption holds, then we get

\[
\gamma \| (u - u_h, p - p_h) \| \leq C \left( \inf_{v \in V_h} \| (u - v, p - \Pi_h p) \| + \sup_{q \in Q_h} c_h(\Pi_h p, q) + g_h(q) \|q\|_0 \right),
\]

where the compatibility conditions \( c_h(\cdot, 1) = 0 \), \( g_h(1) = 0 \). To simplify notation, we introduce the bilinear form

\[
S_h(u, p; v, q) := a(u, v) + \sum_{T \in T_h} c_T (v, q) + b(u, q) - c_h(p, q)
\]

which allows us to write the discrete problem as follows: find \((u_h, p_h) \in V_h \times Q_h^0 \) such that

\[
S_h(u_h, p_h; v, q) = f(v_h) + g_h(q_h), \quad (v_h, q_h) \in V_h \times Q_h.
\]
where $\Pi_h p$ is the $L^2$-orthogonal projection of $p$ onto $Q_h$.

Proof. The proof follows the lines of [7, sect. 5.5.1] and is thus not repeated.

The bilinear form $c_h(\cdot, \cdot)$ and the linear form $g_h(\cdot)$ have to satisfy a consistency condition to guarantee best approximation order a priori estimates. Let $k := \min(k_V, k_Q + 1)$ and assume that for $p \in H^k(\Omega)$

$$\sup_{q \in Q_h} \frac{c_h(\Pi_h p, q) + g_h(q)}{\|q\|_0} \leq C h^k |p|_k,$$

we then obtain in terms of Theorem 2.1 that

$$\|u - u_h, p - p_h\| = O(h^k)$$

provided that the solution is in $[H^{k+1}(\Omega)]^d \times H^k(\Omega)$. Furthermore, under a suitable regularity assumption of the dual problem [28], the dual consistency assumption

$$\sup_{q \in Q_h} \frac{c_h(\Pi_h p, q) + g_h(q)}{\|q\|_1} \leq C h^{k+1} |p|_k,$$

and the dual continuity $|c_h(q_h, r_h)| \leq C h \|q_h\|_0 \|r_h\|_1$, $q_h, r_h \in Q_h$, we get the estimate

$$h \|(u - u_h, p - p_h)\| + \|u - u_h\|_0 = O(h^{k+1}),$$

by a duality argument of Aubin–Nitsche type [7, sect. 5.5.5].

Before we close this section, some remarks are in order.

Remark 2.2. The results given in this work straightforwardly generalize to the case where $V_h$ is enriched by some discrete function space $B_h \subset [H^1_0(\Omega)]^d$. Typically $B_h$ is associated with some higher order finite elements, e.g., the element-bubble functions of order $d + 1$ of the MINI element [2].

Remark 2.3. Under mild assumptions on the stabilization terms superconvergence results can be obtained for the choice $k_V = 1 = k_Q$ on a family on uniformly refined meshes. More precisely an order $\frac{1}{2}$ in the a priori bounds for the pressure can be recovered; see, e.g., [21]. This observation and the simplicity of the data-structures make this equal-order pairing particularly attractive for coupled large-scale simulations; cf. [26, 27] for recent work in this direction.

3. Local mass conservation in an abstract setting. A common problem of continuous pressure finite element methods is that they do not preserve the physical concept of mass-conservation in a local sense. Namely, although the discrete solution $u_h \in V_h$ satisfies (2.1b), it is not elementwise mass conservative, i.e., since the pressure space does not include piecewise constants, we cannot, in general, expect

$$\int_{\partial T} u_h \cdot n \, ds = 0, \quad T \in T_{h_V},$$

to hold. Let us remark that this property alone does not necessarily yield small pointwise values of the divergence if $\text{div} V_h \neq Q_h$ or if stabilization terms enter the variational scheme. However, it is a necessary condition to enable an element-by-element postprocessing to obtain strongly divergence-free velocities.

The lack of elementwise mass conservation in continuous pressure schemes has led many practitioners towards discontinuous pressure elements which are readily available at least in two dimensions for higher order velocity spaces. In three dimensions the situation is different, e.g., the choice $k_V = 2$ and a piecewise constant pressure space on the same mesh is uniformly stable in two dimensions but not in three dimensions, since here the second-order polynomials do not contain face-bubbles; see
Figure 1. As a consequence, other popular choices such as the Taylor–Hood element enriched with piecewise constant pressures [22, sect. 5.3.3] also require stabilization for the important case \( d = 3, k_Q = 1 \) [8]. For strongly divergence-free mixed finite elements, such as the Scott–Vogelius pair \( P_k - P_{k-1}^{\text{disc}} \), stability is only granted for \( k \geq 3 \) on macro-element type meshes [45] which complicates the implementation of solvers based on a hierarchic decomposition of the discrete function spaces, such as multilevel methods. On the other hand, adding bubble functions for stabilization of the Scott–Vogelius element destroys the strong mass conservation, and hence an additional postprocessing may be necessary; cf., e.g., [36] for details.

In the following, we shall discuss the conservation properties of continuous pressure schemes for the class of discretization schemes outlined in the abstract setting above. Later we consider examples of stable or stabilized pairings of spaces proposed in the literature. In particular, we shall demonstrate that a local postprocessing can recover the mass conservation on dual mesh cells, which in turn can be used for local equilibration also on the primal mesh elements. For the ease of presentation, we shall assume \( h_V = h_Q \) unless mentioned otherwise. A class of methods where \( h_V \neq h_Q \) will be discussed in detail in section 4.3.

3.1. Preliminary considerations. To start with, we associate with any conforming triangulation \( \mathcal{T}_h \) a barycentric dual grid \( B_h \). The dual boxes are linked to the vertices \( p \in \mathcal{P}_h \) of the original mesh \( \mathcal{T}_h \). In the two-dimensional setting, we proceed as follows: Let \( p \in \mathcal{P}_h \) and denote by \( \mathcal{E}_p \) the edges sharing the node \( p \). Then, if \( e \in \mathcal{E}_p \) is a boundary edge, we connect the midpoint \( b_e \) of \( e \) with \( p \) and to the barycenter \( b_T \) of the adjacent element \( T \). Otherwise, if \( e \) is an interior edge, we connect \( b_e \) with the barycenters of the two adjacent elements. This construction results in a mesh \( B_h \) of polygonal dual cells \( B_p \); see the left picture of Figure 2. The construction in three dimensions follows the same lines, i.e., we connect in a proper way the barycenter of the faces with the midpoint of the edges and the center of the elements. The facets of the dual cell are planar quadrilaterals which can be further decomposed into two triangles; see the right picture of Figure 2.

Denoting by \( \mathcal{T}_p \) the set of all elements in \( \mathcal{T}_h \) sharing the vertex \( p \), it is easy to verify that

\[
\frac{\left| \mathcal{T}_p \right|}{2} = |B_p^T|, \quad B_p^T := B_p \cap T, \quad T \in \mathcal{T}_p.
\]

Our goal is to construct locally conservative mass fluxes on the dual mesh \( B_h \) of the
mesh $T_h$. Each single element $T \in T_h$ is described by its vertices $p_T^i$, $i = 1, \ldots, d + 1$, and with each vertex one dual subcell $B_T^i \subset T$ is associated; see Figure 3.

Note that the union of all dual subcells associated with the same vertex $p$ gives the dual cell $B_p$, and the union of all dual subcells associated with the same element $T$ yields the element $T$; see Figure 4 for an illustration.

To ensure local mass conservation with respect to the dual cells, we would like to define a piecewise constant correction $\kappa_{Tij} \in P_0(f_{Tij}^T)$, where $f_{Tij}^T := \partial B_T^i \cap \partial B_T^j$, $1 \leq i, j \leq d + 1$. With each $f_{Tij}^T$ we associate a unique normal $n_{Tij}^T$ oriented from $B_T^i$ towards $B_T^j$. We note that the two faces $f_{Tij}^T$ and $f_{Tji}^T$ are geometrically the same but have a differently oriented normal; see Figure 3.

Fig. 2. Unstructured mesh $T_h$ in 2D with the associated dual mesh $B_h$ printed in bold (left) and one dual cell $B_p$ in a structurally refined tetrahedron in 3D (right).

Fig. 3. Illustration of a dual subcell $B_T^i$ in 2D and 3D and oriented normals.

Fig. 4. Illustration of triangular (left) and tetrahedral (right) element with intersecting barycentric dual boxes and dual facets (darkened).
3.2. Correcting the mass flux on the dual mesh. Given \((u_h, p_h) \in V_h \times Q_h\), we define the mass flux defect piecewise as

\[
\kappa^T_{ij}(u_h, p_h) := \frac{1}{(d+1)|f^T_{ij}|} (R^T_i(u_h, p_h) - R^T_j(u_h, p_h)),
\]

where the residuals \(R^T_i\) are defined as

\[
R^T_i(u_h, p_h) := \int_{B^T_i} \text{div} u_h \, dx - \int_T \text{div} u_h \phi_i \, dx - c_T(p_h, \phi_i) - g_T(\phi_i),
\]

with \(\phi_i \in Q_h\) denoting the linear nodal shape function associated with the local vertex \(i\) of element \(T \in T_h\). We point out that if \(h_Q = h/2\), then \(\phi_i\) is not a nodal basis function of \(Q_h\) but a hierarchical basis function. Finally, we define the oriented mass flux \(j(u_h, p_h)\) facewise as

\[
j(u_h, p_h)|_{f^T_{ij}} := u_h|_{f^T_{ij}} \cdot n^T_{ij} - \kappa^T_{ij}(u_h, p_h).
\]

Remark 3.1. For a stable pairing with \(c_T(\cdot, \cdot) = 0\) and \(g_T(\cdot) = 0\), the correction \(\kappa^T_{ij}(u_h, p_h)\) obviously does not depend on \(p_h\), while for \(k_V = 1\) and \(h_V = h\) the correction does not depend on \(u_h\) since, due to (3.1), the divergence terms cancel inside each element. In section 4, we will discuss special cases in more detail.

Given these preparations, we can formulate our main observation.

Theorem 3.2 (dual mass conservation). Let \((u_h, p_h) \in V_h \times Q_h\) denote the discrete solution of (2.1). Under the local consistency assumption on the stabilization term

\[
c_T(\cdot, 1) = 0, \quad g_T(1) = 0, \quad T \in T_h,
\]

we obtain a local mass conservation on each dual cell

\[
\int_{\partial B_p} j(u_h, p_h) \, ds = 0, \quad B_p \in B_h.
\]

Proof. First, we split the flux into the normal velocity and the correction and apply the divergence theorem

\[
\int_{\partial B_p} j(u_h, p_h) \, ds = \int_{B_p} \text{div} u_h \, dx - \sum_{T \in T_p} \sum_{j=1}^d \int_{f^T_{ip, ij}} \kappa^T_{ip, ij}(u_h, p_h) \, ds,
\]

where \(i_p \in \{1, \ldots, d + 1\}\) is the local index of the global vertex \(p\) within the element \(T\), \(i_j \in \{1, \ldots, d + 1\} \setminus i_p\) and \(\{i_p, i_1, \ldots, i_d\} = \{1, \ldots, d + 1\}\).

In a second step, we consider the correction in more detail. The definition of the
flux corrections (3.2) then yields by (2.1b) that

\[
(d + 1) \sum_{T \in T_p} \sum_{j=1}^{d} \int_{f_{ij}^T} \kappa_{ij}^T(u_h, p_h) \, ds
\]

\[
= \sum_{T \in T_p} (d + 1) \left( \int_{B_p^T} \text{div} \, u_h \, dx - \int_T \text{div} \, u_h \, \phi_p \, dx - c_T(p_h, \phi_p) - g_T(\phi_p) \right)
\]

\[
+ \sum_{T \in T_p} \sum_{j=1}^{d+1} \left( - \int_{B_p^T} \text{div} \, u_h \, dx + \int_T \text{div} \, u_h \, \phi_j \, dx + c_T(p_h, \phi_j) + g_T(\phi_j) \right)
\]

\[
= (d + 1) \left( \int_{B_p} \text{div} \, u_h \, dx + b(u_h, \phi_p) - c_h(p_h, \phi_p) - g_h(\phi_p) \right)
\]

\[
+ \sum_{T \in T_p} \left( - \int_{T} \text{div} \, u_h \, dx + \int_{T} \text{div} \, u_h \, dx + c_T(p_h, 1) + g_T(1) \right)
\]

\[
= (d + 1) \int_{B_p} \text{div} \, u_h \, dx.
\]

In the last step, we employed the assumption (3.4) and the fact that locally on \( T \) the functions \( \phi_i \) form a partition of unity, i.e., \( \sum_{i=1}^{d+1} \phi_i = 1 \). Using the resulting expression in (3.5) yields local mass conservation on the dual cell \( B_p \).

### 3.3. Strong mass conservation

Each dual box can be decomposed into a fixed bounded number of triangles in two dimensions and of tetrahedra in three dimensions resulting globally in a suitably chosen simplicial submesh \( T_h \), such that each element of the velocity mesh can be written as a union of elements of this submesh. This submesh can be associated with a \( H(\text{div}; \Omega) \)-conforming discrete space, and we can construct a post-processed solution which is strongly divergence-free. Let \( W_h := \{ w_h \in H(\text{div}; \Omega) : w_h|_T \in \mathbb{R}^T_{k-1}(T), T \in T_h \} \), where \( \mathbb{R}^T_k(T) \) denotes the local Raviart–Thomas space of degree \( k \geq 0 \). Our postprocessed solution has the form \( \tilde{u}_h = u_h + E\kappa \), where \( E\kappa \in W_h \). The extension \( E\kappa \) lifts the face correction \( \kappa_{ij}^T(u_h, p_h) \) and is obtained locally on each dual box by solving a small problem. Let \( f_{ij}^T \) be a face of the dual box \( B_p \) such that the outer unit normal of \( B_p \) on this face is equal to \( n_{ij}^T \).

Then we define \( E\kappa \) by the following two steps. First, we set

\[
E\kappa|_{f_{ij}} \cdot n_{ij}^T := \kappa_{ij}^T(u_h, p_h)
\]

for all faces of \( B_p \). Second, we define \( E\kappa \) in the interior of the dual box by

\[
\text{(3.6a)} \quad \text{div} \, E\kappa|_{B_p} := - \text{div} \, u_h|_{B_p},
\]

\[
\text{(3.6b)} \quad \|E\kappa\|_{0; B_p} \leq \|E\kappa + w_0\|_{0; B_p}
\]

for all \( w_0 \in W_h \) such that \( \text{supp} \, w_0 \subset \overline{T}_p \) and \( \text{div} \, w_0 = 0 \). We note that Theorem 3.2 guarantees that \( E\kappa \) is well-defined, and by (3.6a) it is obvious that \( \tilde{u}_h \) is strongly divergence free. A discrete norm equivalence [7] and a straightforward computation then shows that

\[
\text{(3.7)} \quad \|E\kappa\|_0^2 \leq C \left( h^2 \| \text{div} \, u_h \|_0^2 + \sum_T |T| \sum_{1 \leq i < j \leq d+1} (\kappa_{ij}^T(u_h, p_h))^2 \right).
\]
The following theorem states that under some mild consistency assumptions of the stabilization terms, the a priori convergence order of $\tilde{u}_h$ in the $L^2$-norm is the same as the one of $u_h$.

**Theorem 3.3** (a priori order). Let $(u_h, p_h) \in V_h \times Q_h$ denote the discrete solution of (2.1) and let $\tilde{u}_h$ be the locally postprocessed mixed finite element. Let the a priori estimate (2.6) hold. Then under the local consistency order assumption on the stabilization term for $p \in H^k(\Omega)$

$$
\sum_{T \in T_h} \sum_{i=1}^{d+1} \frac{|c_T(\Pi_h p, \phi_i) + g_T(\phi_i)|^2}{\|\phi_i\|_{0,T}^2} = O(h^{2k}),
$$

we obtain $\|u - \tilde{u}_h\|_0 = O(h^{k+1})$.

**Proof.** The a priori bound (2.6), the triangle inequality, and the stability estimate (3.7) for $E_k$ show that it is sufficient to bound $\kappa_T^p(u_h, p_h)$ in a proper way. Using the definition (3.2) and the stability assumption on $c_T(\cdot, \cdot)$, we find

$$
|T| \sum_{1 \leq i < j \leq d+1} \kappa_{ij}^T(u_h, p_h)^2 \leq C h^{k+2} \sum_{i=1}^{d+1} R_i^T(u_h, p_h)^2
$$

$$
\leq C h^2 \left( \|\text{div } u_h\|_{0,T}^2 + \|p_h - \Pi_h p\|_{0,T}^2 + \sum_{i=1}^{d+1} \frac{|c_T(\Pi_h p, \phi_i) + g_T(\phi_i)|^2}{\|\phi_i\|_{0,T}^2} \right).
$$

Summing over all $T \in T_h$ and using the consistency order assumption (3.8) yields the stated a priori estimate. \(\square\)

### 3.3.1. Implementation aspects.

The submesh $T_{h_s}$ aims to be a refinement of both the primal mesh $T_h$ and the dual mesh $B_h$. While this construction is favorable for the analysis, it is not very suitable for implementation. For practical purposes it is more convenient to define the lifting to strongly mass-conservative spaces with respect to the mesh $T_{h/2}$ which is a uniform refinement of $T_h$. We will thus present an alternative construction that lifts the velocity in a computationally inexpensive fashion, such that the order of convergence of the original scheme is preserved.

We again proceed in two steps: First, we can determine a lifting of the flux-corrections to the lowest-order Raviart–Thomas space $\Pi T_{h/2} RT_0(T) \cap H(\text{div}; \Omega)$, which requires the solution of small problems on the subtriangulations associated with each dual box. Second, for $k \geq 1$, we can incorporate (3.6a) locally on each $T \in T_{h/2}$ by determining the coefficients of the interior moments of $RT_{k-1}(T)$. This is again a computationally inexpensive procedure, since the normal components of the interior ansatz functions vanish at $\partial T$ and hence couple only locally. Let us briefly discuss how we could obtain facetwise flux-corrections with respect to $T_{h/2}$ in a practical implementation. We work out the details only for the two-dimensional case; the three-dimensional case is technical and requires more notation but follows by essentially the same arguments. For further reading, we refer to the finite element literature on local flux-equilibration; cf. e.g., [1, 34, 29] and the references cited therein.

We start with the construction of the submesh $T_{h_s}$. Each element $T \in T_h$ is decomposed into six subelements in the following way. First, $T$ is refined uniformly by connecting the midpoints of the edges. This gives us four subelements. Second, the center subelement which does not contain a vertex of the original element $T$ is further decomposed into three subelements by connecting its vertices with the barycenter of...
the original element $T$. We point out that by this construction $T_h$ is not only a submesh of $T_h$ but also of $T_{h/2}$.

As we can see in Figure 5, a dual box $B_p \in B_h$ is geometrically composed of the patch of elements $T_{h/2}$ sharing all the same macromesh node $p \in \mathcal{P}_h$ and additional triangles $T_i$, which are defined by the edges $e_i \in \mathcal{E}_{h/2}$ opposing the vertex $p$ and the barycenter of the element neighboring at this edge. Here, $\mathcal{E}_{h/2}$ denotes the set of edges of $T_{h/2}$. Thus each dual box can be written as union of elements of the submesh $T_h$.

Since we already established a conservative flux $j(u_h, p_h)$ on the boundaries of the dual cells, we can proceed locally for the edges contained in $B_p$. Similar to (3.3), we define

$$j(u_h, p_h)|_{\partial T \cap e} := u_h \cdot n|_e - \kappa_e^T(u_h, p_h) \quad \text{on} \quad T \in \mathcal{T}_{h/2}, \ e \in \mathcal{E}_{h/2}.$$  

(3.9)

![Figure 5. Oriented flux-corrections associated with a triangle $T_i$ and an edge $e_i$ (left) and with an entire dual cell (bold line) for $n = |T_{h/2}| = 8$ (right). The 3n empty arrows in the right illustration denote quantities which can be explicitly computed from $u_h$, and the n filled arrows denote degrees of freedom which need to be determined by solving a local $n \times n$ problem.](image)

Our first observation is that we can locally equilibrate the fluxes on the elements $T_i$. Since we are missing one flux-correction $\kappa(e_i) \in \mathcal{P}_0(e_i)$ on each $e_i$, we form the local mass balance

$$\int_{\partial T_i} j(u_h, p_h) \, ds = 0,$$

and explicitly solve for $\kappa_e^T(u_h, p_h)$; cf. Figure 5 (left). This is easy, since we already have conservative fluxes defined on two of three edges of $T_i$ by the construction of the previous section. Hence, the problem reduces to determining flux-corrections on the interior edges of the patch of elements $T_{h/2}^p$. Let us outline the procedure, which is similar to the construction in [1, sect. 6.4.5]. For each interior node $p \in \mathcal{P}_h$, we have $n = |T_{h/2}| = |\mathcal{E}_{h/2}|$, which generates a linear problem of the form

$$L\kappa = r,$$

(3.10)

with $n$ unknowns and $n$ equations. Here, the rows $L_k$ and $r_k$ are associated with the mass-balance over the boundary of one element in $\mathcal{T}_{h/2}^p$, and $\kappa$ is the vector containing the values $\kappa_e^T(u_h, p_h)|_e$, $e \in \mathcal{E}_{h/2}^p$. For each $T_k \in \mathcal{T}_{h/2}^p$ the mass-balance
can be written as
\[ 0 = \int_{\partial T_k} j(u_h, p_h) \, ds \iff \sum_{e \subset \partial T_k} \kappa_T^e (u_h, p_h) |c| = \text{div} u_h |_{T_k} |T_k|. \]

Assuming a counterclockwise ordering of degrees of freedom inside the element patch as depicted in Figure 5, this leaves us with solving a system of the form
\[
\begin{pmatrix}
-1 & 1 & 0 & \ldots & 0 & 0 \\
0 & -1 & 1 & \ldots & 0 & 0 \\
0 & 0 & -1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & -1 & 1 \\
1 & 0 & 0 & \ldots & 0 & -1 \\
\end{pmatrix} L \begin{pmatrix}
\kappa_1 \\
\kappa_2 \\
\kappa_3 \\
\vdots \\
\kappa_{n-1} \\
\kappa_n \\
\end{pmatrix} = \begin{pmatrix}
r_1 \\
r_2 \\
r_3 \\
\vdots \\
r_{n-1} \\
r_n \\
\end{pmatrix}.
\]

The operator \( L \) has a nontrivial kernel \( \ker L = \text{span}\{1\} \), where \( 1 := [1, 1, \ldots, 1]^T \), since we can add any constant to each of the corrections in the interior of the patch and still obtain locally conservative fluxes. This implies that a solution to (3.10) exists if and only if \( 1^T \cdot r = 0 \), which can be easily verified by substituting the definition of \( r \) and using the conservation properties derived above. For reconstructing unique flux-corrections inside each patch of elements, we do not follow (3.6b). Instead of minimizing the \( L^2 \)-norm, we minimize the Euclidean norm, i.e., we find
\[
\min_{\kappa \in \mathbb{R}^n} |\kappa|_2 \quad \text{such that} \quad L \kappa = r.
\]

This procedure is a simplification of (3.6b) and computational cheaper. Due to a discrete norm equivalence the bound of Theorem 3.3 still holds.

For the dual cells located at the boundary we have no circular dependencies. Hence, the local system is uniquely solvable as long as we have one edge at a Dirichlet boundary. For cells located at a pure Neumann boundary, a similar procedure as for the interior cells needs to be carried out.

Remark 3.4 (possible extensions). The proof of the mass conservation of the postprocessed flux only exploits the fact that suitably selected functions of \( Q_h \) form locally a partition of unity and that the dual subcells decompose the elements. Thus it is possible to apply these types of arguments to more general meshes and other types of finite elements, e.g., quadrilateral meshes and bilinear velocity elements. Let us finally remark that the generalization towards other types of incompressible flow problems such as the Navier–Stokes equations is straightforward. In particular, the way in which we obtain conservative mass-fluxes is independent of the exact form of the momentum equation since it only relies on abstract requirements on the stabilizing operator. Using a suitable transformation of the momentum equation in terms of the mass flow rate per area \( w := \rho u \), where \( \rho \) denotes a spatially varying fluid density, the exact mass-conservation \( \text{div} w = 0 \) can even be achieved in this way for compressible Stokes models, which are widely used, e.g., in mantle convection simulations.

4. Stabilized linear finite elements. In this section, we focus on stabilized equal-order finite element approximations with \( k_V = 1 = k_Q \). Let us first consider the popular case \( h_V = h = h_Q \). In Remark 3.1, we already stated that for the equal-order linear ansatz spaces it is in fact the presence of the additional stabilization terms which destroys local mass-conservation, and thus the correction
has to compensate for the effects introduced here. There exists a variety of well-established stabilization techniques, which are typically based on Petrov–Galerkin formulations, artificial compressibility, interior-penalty, or additional projection-terms; cf., e.g., [12, 4, 9, 6, 35, 23, 33, 3, 7] for an overview. While several of the above cited works deal with stabilizations that satisfy the assumption (3.4) (or a patchwise variant thereof), we would like to focus on two popular stabilization approaches below which are widely used in CFD codes, namely the pressure-stabilized Petrov–Galerkin (PSPG) scheme [12, 31, 43] and a projection-based stabilization due to Bochev, Dohrmann, and Gunzburger [6] which we refer to as BDG stabilization.

4.1. The PSPG stabilization. The PSPG-scheme stabilizes the equal-order finite-element spaces by choosing

\[ c_h(p, q) := \sum_{T \in \mathcal{T}_h} \delta_T \int_T \nabla p \cdot \nabla q \, dx, \]

where \( \delta_T := \alpha_T h_T^2 \) scales with the local element diameter for some carefully chosen constant \( \alpha_T \); cf., e.g., [41, 4, 22] for details. For the residual-based PSPG scheme a consistency term \( g_h(\cdot) = -\sum_{T \in \mathcal{T}_h} \delta_T \int_T f \cdot \nabla q \, dx \) may be added on the right-hand side if \( f \neq 0 \); see [31]. Moreover, since the stabilization acts as a Neumann condition on the pressure, thereby causing problems in the presence of Dirichlet boundaries, Droux and Hughes proposed the inclusion of a nonsymmetric interface consistency term for \( p \); cf. [19]. In practice, these modifications neither influence the stability nor the asymptotic rate of convergence of the method. However, they can have a significant influence on the quality of the pressure solution. In our setting, these additional terms would, of course, have to be considered in the construction of flux-corrections but they only involve integrals which have to be computed for the local assembly of the stiffness matrices anyway. Since these terms otherwise do not interfere with our arguments, we ignore such modifications below to simplify our presentation and assume \( g_T(\cdot) = 0 \). It is obvious that the assumptions on the stabilization term, in particular, (2.4), (2.5), (3.4), and (3.8), are satisfied. Thus we are in the settings of Theorems 3.2 and 3.3.

**Lemma 4.1.** In the case of the PSPG stabilization (4.1) with \( g_h(\cdot) = 0 \), the flux correction has the simple form

\[ \kappa_{ij}^T(p_h) = \delta_T \nabla p_h|_T \cdot \mathbf{n}_{ij}^T. \]

**Proof.** We use a well-known equivalence between finite-element and finite-volume discretizations of diffusion operators which gives \( \int_T \nabla p_h \cdot \nabla \phi_i = -\int_{\partial B_i \cap T} \nabla p_h \cdot \mathbf{n} \); cf., e.g., [32, Lemma 6.11]. By this we find that the flux-correction given by (3.2) can be rewritten as

\[
\kappa_{ij}^T(u_h, p_h) = \kappa_{ij}^T(p_h) = \frac{1}{(d+1)|J_{ij}|} \left( c_T(p_h, \phi_j) - c_T(p_h, \phi_i) \right)
= \frac{\delta_T}{(d+1)|J_{ij}|} \int_T \nabla p_h \cdot \nabla(\phi_j - \phi_i) \, dx
= \frac{\delta_T}{(d+1)|J_{ij}|} \left( \int_{\partial B_i \cap T} \nabla p_h \cdot \mathbf{n}_{ij}^T \, dx - \int_{\partial B_j \cap T} \nabla p_h \cdot \mathbf{n}_{ij}^T \, dx \right).
\]
Now we discuss the cases \( d = 2 \) and \( d = 3 \) separately. We start with \( d = 2 \) and set the index \( k \) such that \( \{i, j, k\} = \{1, 2, 3\} \). Using \( \mathbf{n}_{ij}^T = -\mathbf{n}_{ji}^T \) and \( \|f_{ij}^T\| = \|f_{ji}^T\| \), we get

\[
\int_{\partial B_{ij}\cap T} \nabla p \cdot \mathbf{n}_{ij}^T \, dx - \int_{\partial B_{ji}\cap T} \nabla p \cdot \mathbf{n}_{ji}^T \, dx = \nabla p_{ij} |T|^1 (2\mathbf{n}_{ij}^T |f_{ij}^T| + \mathbf{n}_{ik}^T |f_{ik}^T| - \mathbf{n}_{jk}^T |f_{jk}^T|) \\
= 3\nabla p_{ij} |T|^1 \mathbf{n}_{ij}^T |f_{ij}^T| + \nabla p_{ij} |T|^1 (\mathbf{n}_{ij}^T |f_{ik}^T| + \mathbf{n}_{ik}^T |f_{ik}^T| + \mathbf{n}_{ij}^T |f_{jk}^T|) \\
= 3\nabla p_{ij} |T|^1 \mathbf{n}_{ij}^T |f_{ij}^T| = (d + 1)|f_{ij}^T| (\nabla p_{ij} |T|^1 \mathbf{n}_{ij}^T).
\]

The terms in the second but last step cancel due to the fact that for a triangle

\[
\sum_{i=1}^{3} (\mathbf{b}_T - \mathbf{b}_{e_i}) = 0,
\]

where \( \mathbf{b}_T \) is the element barycenter, and \( \mathbf{b}_{e_i} \) are the edge-midpoints; see Figure 6.

The case \( d = 3 \) involves more notation but follows basically the same lines. For \( i \neq j \) fixed, we define \( i_1 = j \) and \( i_2, i_3 \) such that \( \{i, i_1, i_2, i_3\} = \{1, 2, 3, 4\} \) and \((\mathbf{p}_{i_l}^T - \mathbf{p}_{j_l}^T) \cdot ((\mathbf{p}_{i_1}^T - \mathbf{p}_{j_1}^T) \times (\mathbf{p}_{i_2}^T - \mathbf{p}_{j_2}^T)) > 0 \) holds, and we set \( j_1 = i, j_2 = i_3 j_3 = i_2 \). In terms of this notation, we find

\[
\int_{\partial B_{ij}\cap T} \nabla p \cdot \mathbf{n}_{ij}^T \, dx - \int_{\partial B_{ji}\cap T} \nabla p \cdot \mathbf{n}_{ji}^T \, dx = \nabla p_{ij} |T|^1 \sum_{l=1}^{3} (\mathbf{n}_{i_l}^T |f_{i_l}| - \mathbf{n}_{j_l}^T |f_{j_l}|) \\
= 4\nabla p_{ij} |T|^1 \mathbf{n}_{ij}^T |f_{ij}^T| + \nabla p_{ij} |T|^1 \sum_{l=2}^{3} (\mathbf{n}_{i_l}^T |f_{i_l}| - \mathbf{n}_{j_l}^T |f_{j_l}| - \mathbf{n}_{ij}^T |f_{ij}^T|).
\]

To show that (4.2) holds, we have to consider \( \sum_{l=2}^{3} (\mathbf{n}_{i_l}^T |f_{i_l}| - \mathbf{n}_{j_l}^T |f_{j_l}| - \mathbf{n}_{ij}^T |f_{ij}^T|) \) in more detail. Let \( \mathbf{b}_{e_{ik}} = \mathbf{b}_{e_{kl}} \) be the midpoint of the edge between the vertices \( \mathbf{p}_{i_l}^T \) and \( \mathbf{p}_{j_l}^T \), \( l \neq k, l, k \in \{1, 2, 3, 4\} \), \( \mathbf{b}_T \) the barycenter of the tetrahedra, and \( \mathbf{b}_{f_k} \) the center of the face which does not contain the vertex \( \mathbf{p}_{k}^T \), \( k \in \{1, 2, 3, 4\} \). Then we have the elementary relations

\[
\mathbf{n}_{ij}^T |f_{ij}^T| = \frac{1}{2} (\mathbf{b}_T - \mathbf{b}_{e_i}) \times (\mathbf{b}_{f_{i_2}} - \mathbf{b}_{f_{i_3}});
\]

cf. Figure 6, and \( \mathbf{b}_T - \mathbf{b}_{e_{i_j}} = \frac{3}{4} (\mathbf{b}_{i_1} + \mathbf{b}_{j_2} - \mathbf{b}_{f_{i_2}} - \mathbf{b}_{f_{i_3}}) \). Exploiting the relation between the weighted normals and the cross-product formula for all index pairings and using \( \mathbf{a} \times \mathbf{b} = -\mathbf{b} \times \mathbf{a} \), and \( \mathbf{a} \times \mathbf{a} = \mathbf{0} \), we obtain \( \sum_{l=2}^{3} (\mathbf{n}_{i_l}^T |f_{i_l}| - \mathbf{n}_{j_l}^T |f_{j_l}| - \mathbf{n}_{ij}^T |f_{ij}^T|) = \mathbf{0} \) which ends the proof.

---

**Fig. 6. Illustration of relations (4.3) and (4.4).**
4.2. The BDG stabilization. The BDG-stabilization [6] is based on local projection terms, i.e., we choose

\[ c_h(p,q) := \sum_{T \in T_h} \alpha_0 \int_T (p - \Pi_0 p)(q - \Pi_0 q) \, dx, \]

where \( \Pi_0 \) is the (locally defined) projection onto piecewise constants, which can be realized if \( p \) is affine of \( T \), e.g., by evaluation at element barycenters \( b_T \). Again, the assumptions on the stabilization term, in particular (2.4), (2.5), (3.4), and (3.8), are obviously satisfied. Hence, the settings of Theorems 3.2 and 3.3 apply.

**Lemma 4.2.** For the BDG stabilization (4.5), the flux correction simplifies to

\[ \kappa_{ij}^T(p_h) = \frac{\alpha_0 |T| (p_j - p_i)}{(d+1)^2(d+2)|f_{ij}|}. \]

**Proof.** By (3.2) the flux can be written as

\[
\kappa_{ij}^T(u_h,p_h) = \kappa_{ij}^T(p_h) = \frac{\alpha_0}{(d+1)|f_{ij}|} \int_T p_h(\phi_j - \phi_i - \Pi_0(\phi_i - \phi_j)) \, dx = \frac{\alpha_0}{(d+1)|f_{ij}|} \sum_{k=1}^{d+1} p_k^T \int_T \phi_k(\phi_j - \phi_i) \, dx,
\]

where \( p_k^T \) denotes the local pressure coefficients of element \( T \). In the last step, we used that \( \Pi_0(\phi_i - \phi_j) = 0 \) for \( i,j \) simplex vertices and \( \phi_i, \phi_j \) the associated shape functions. This form is already suitable for implementation, since the evaluation of the integral only involves the difference of element coefficients weighted by entries of the mass matrix. Moreover, by computing the entries explicitly, we find that \( \int_T \phi_i \phi_j \, dx = |T|(1 + \delta_{ij}) \frac{d!}{(d+2)!} \), hence we can further simplify as

\[ \kappa_{ij}^T(p_h) = \frac{\alpha_0 |T|}{(d+1)^2(d+2)|f_{ij}|} \sum_{k=1}^{d+1} p_k^T (\delta_{kj} - \delta_{ki}) = \frac{\alpha_0 |T| (p_j - p_i)}{(d+1)^2(d+2)|f_{ij}|}, \]

which proves the assertion. \( \Box \)

Again, we observe that the corrections resemble scaled normal derivatives of the pressure, although, of course, on general meshes a scaled tangential derivative along an edge does not exactly correspond to the normal gradient of \( p_h \) on \( f_{ij}^T \). This is no coincidence, since many different stabilization schemes are strongly related in the sense that they add additional scaled pressure-Laplacians on a discrete level; e.g., the BDG stabilization can be interpreted as a PSPG scheme with piecewise constant anisotropic stabilization tensors instead of scalar constants.

4.3. The two-level stabilization. In this section, we discuss a case such that the flux correction only depends on the velocity. Using the abstract results of the previous section, we construct step by step the correction for the cases \( k_V = 1 = k_Q \) and \( h_V = h/2, h_Q = h \), or \( k_V = 1 = k_Q \), and \( h_V = h/2 = h_Q \). These cases are somehow more involved than the previously considered linear-linear schemes since we have to work with two mesh levels and the cells of the corresponding dual meshes.
are nonnested; see Figure 7. The first pairing is stable and the latter is stabilized by a two-level approach. Here we use a form which can be cheaply realized within a geometric multigrid solver and define the stabilization form in terms of an operator which can be implemented as an injection to the mesh \( \mathcal{T}_h \) followed by a prolongation onto the mesh \( \mathcal{T}_{h/2} \). Given the nodal interpolation operator \( I_h \) from the mesh \( \mathcal{T}_{h/2} \), we set for \( p, q \in Q_h \)

\[
(4.6) \quad c_h(p, q) := \alpha_1 \int_{\Omega} (p - I_h p)(q - I_h q) \, dx, \quad g_h(p) = 0.
\]

It is obvious that the following abstract properties for \( I_h \) hold:

\[
(4.7a) \quad I_h q|_T = q|_T \quad \text{if } q \in Q_h \text{ and } q|_T \in P_1(T), T \in \mathcal{T}_h,
\]

\[
(4.7b) \quad \|I_h q\|_0 \leq \gamma_s \|q\|_0, \quad q_h \in Q_h.
\]

Since, due to (4.7a), the kernel of the discrete operator associated with \( c_h \) is exactly the conforming finite element space associated with the mesh \( \mathcal{T}_h \), we only penalize the checkerboard modes which are the cause of pressure instabilities in equal-order methods; see Figure 8 for some illustration.

**Remark 4.3.** Similar stabilizations are considered in [41, 42], and the flux correction procedure outlined below carries over straightforwardly also to other two-level approaches provided that the \( Q_h \) is a subset of the kernel of the stabilizing operator.

**4.3.1. Uniform stability and convergence.** For the sake of completeness, we briefly revise the proof that the stability assumption (2.3) holds. As an important ingredient for the following analysis, we first recall the fact that \( \mathbf{V}_h \times Q^0_H \) forms a uniformly stable pairing [5, 24]. Here \( Q^0_H := \{ q \in H^1(\Omega), q|_T \in P_1(T), T \in \mathcal{T}_h \} \cap L^2_0(\Omega) \). We recall that in this section \( Q_h \) and \( V_h \) are associated with the finer mesh \( \mathcal{T}_{h/2} \). Let \( \beta_s > 0 \) be the uniform inf-sup constant of the pairing \( \mathbf{V}_h \times Q^0_H \), and let \( \beta_c > 0 \) be the uniform coercivity constant of \( a(\cdot, \cdot) \) with respect to the \( H^1 \)-Norm, i.e.,
correction for the stable or stabilized two-level approaches. In two dimensions, we get in terms of (4.7b) and (4.8b) that

\[(2.5)\] are satisfied and order one a priori estimates for the finite element solution \((4.8a)\) are granted provided that the solution \((4.8b)\) is uniformly stable, i.e., there exists a stability constant \(\gamma_c > 0\) independent of \(h\) such that

\[
\sup_{\mathbf{v}_h \in \mathbf{V}_h} \sup_{q_h \in Q_h^0} \frac{\mathcal{S}_h(\mathbf{w}_h, r_h; \mathbf{v}_h, q_h)}{\||\mathbf{v}_h, q_h||\} \geq \gamma_c \|\mathbf{w}_h, r_h\|, \quad \mathbf{w}_h \in \mathbf{V}_h, \ r_h \in Q_h^0.
\]

Moreover, \(\gamma_c\) depends only on \(\gamma_s, \beta_s, \beta_c,\) and \(\alpha_1.\)

Proof. The proof is based on the decomposition \(r_h = r_h - (\text{Id} - \Pi_0)I_h r_h + (\text{Id} - \Pi_0)I_h r_h\) and the uniform inf-sup stability (4.8a) over \(\mathbf{V}_h \times Q_h^0.\) Here \(\Pi_0\) is the \(L^2\)-projection onto \(P_0(\Omega).\) For \(r_h \in Q_h^0,\) we find \(r_H := (\text{Id} - \Pi_0)I_h r_h \in Q_h^0,\) and thus \(\|r_h - r_H\|_0 = \|(\text{Id} - \Pi_0)(r_h - I_h r_h)\|_0 \leq \|r_h - I_h r_h\|_0.\) Moreover, due to (4.8a), there exists a \(\mathbf{z}_h \in \mathbf{V}_h\) such that for \(r > 0\) fixed there holds

\[
a(\mathbf{z}_h, \mathbf{v}_h) = \tau^2 \|r_H\|_0^2 \quad \text{and} \quad b(\mathbf{z}_h, r_H) = \beta_h \|r_H\|_0^2.
\]

Setting \(\mathbf{v}_h = \mathbf{w}_h + \mathbf{z}_h\) and \(q_h = -r_h\) and using Young’s inequality as well as the definition (4.6), we get in terms of (4.7b) and (4.8b) that

\[
\|\mathbf{v}_h\|_1 \leq \|\mathbf{w}_h\|_1 + \|\mathbf{z}_h\|_1 = \|\mathbf{w}_h\|_1 + \frac{\tau}{\beta_h} \|r_H\|_0 \leq \|\mathbf{w}_h\|_1 + \gamma_c \frac{\tau}{\beta_h} \|r_h\|_0.
\]

Moreover, we find

\[
\mathcal{S}_h(\mathbf{w}_h, r_h; \mathbf{v}_h, q_h) = a(\mathbf{w}_h, \mathbf{v}_h) + b(\mathbf{v}_h, r_h) + b(\mathbf{w}_h, q_h) - c_h(r_h, q_h)
\]

\[
= a(\mathbf{w}_h, \mathbf{w}_h) + a(\mathbf{w}_h, \mathbf{z}_h) + b(\mathbf{z}_h, r_h) + b(\mathbf{w}_h, r_h) - b(\mathbf{w}_h, r_h) + c_h(r_h, r_h)
\]

\[
= a(\mathbf{w}_h, \mathbf{w}_h) + a(\mathbf{w}_h, \mathbf{z}_h) + b(\mathbf{z}_h, r_h - r_H) + \beta_h r_h \|r_H\|_0^2 + \|r_h - I_h r_h\|_0^2 \geq \frac{1}{2} a(\mathbf{w}_h, \mathbf{w}_h) + \left(\beta_h - \frac{\tau}{2} (1 + \frac{1}{\alpha_1})\right) \|r_H\|_0^2 + \frac{\alpha_1}{\tau} \|r_h - I_h r_h\|_0^2
\]

\[
\geq \frac{1}{2} a(\mathbf{w}_h, \mathbf{w}_h) + \tau \left(\beta_h - \frac{\tau}{2} (1 + \frac{1}{\alpha_1})\right) \|r_H\|_0^2 + \frac{\alpha_1}{\tau} \|r_h - r_H\|_0^2.
\]

Setting \(\tau > 0\) small enough and using (4.8b), the uniform stability follows.

Thus the stability assumption (2.3) and the consistency assumptions (2.4) and (2.5) are satisfied and order one a priori estimates for the finite element solution \((\mathbf{u}_h, p_h)\) are granted provided that the solution \((\mathbf{u}, p) \in [H^2(\Omega)]^d \times H^1(\Omega).\) It is also obvious that the consistency assumption (3.4) is satisfied. We point out that this type of assumption is not satisfied with respect to the elements of the fine mesh \(T_{h/2}.\) Thus the abstract construction of section 3 can be applied on \(T_h\) but not on \(T_{h/2}.\) Moreover, (3.8) trivially holds since \(g_T(\cdot) = 0\) and \(c_T(\Pi_T p_h, \phi_h) = 0.\) We recall that \(\phi_i\) is a nodal basis with respect to the mesh \(T_h\) and thus \(I_h \phi_i|_T = \phi_i|_T.\) Provided we have regularity of the dual problem, we are in the setting of Theorem 3.3 and the postprocessed velocity \(\mathbf{u}_h\) approximates \(\mathbf{u}\) in the \(L^2\)-norm with quadratic order.

4.3.2. Flux correction. Let us next consider the concrete form of the flux correction for the stable or stabilized two-level approaches. In two dimensions, we
find an extremely simple form which only involves the divergence of the discrete velocity.

**Lemma 4.5.** For \( d = 2 \) let \( k_V = 1 = k_Q \). Moreover, let either \( h_V = h/2 = h_Q \) and \( c_h(\cdot, \cdot) \) as in (4.6) or \( h_V = h/2 \) and \( h_Q = h \) (i.e., the \( P_1 \)-iso-\( P_2-\text{-}P_1 \) scheme). Then the flux correction simplifies to

\[
\kappa_{ij}^T(u_h) = \frac{|T|}{24|f_{ij}^T|} \left( \text{div } u_h|_{T_i} - \text{div } u_h|_{T_j} \right).
\]

Moreover, if \( u_h|_T \in P_1(T) \) for some \( T \subset T_h \), then \( \kappa_{ij}^T(u_h) = 0 \).

**Proof.** Let us recall that every triangle \( T \in T_h \) is subdivided into four congruent subtriangles \( T_{h/2}(T) \subseteq T_{h/2} \). For convenience, we denote the three elements associated with the vertices \( p_k^T \in P_h \) by \( T_k \), \( k = 1, 2, 3 \), and the remaining interior element is denoted by \( T_4 \). Our starting point is the general definition (3.2) which slightly simplifies for the two-level stabilization:

\[
\kappa_{ij}^T(u_h) = \frac{1}{(d + 1)|f_{ij}^T|} \left( \int_{B_{ij}^T} \text{div } u_h \, dx - \int_{B_{ij}^T} \text{div } u_h \, dx - \int_T \text{div } u_h(\phi_i - \phi_j) \, dx \right).
\]

For the first part, since the divergence in the interior triangle is constant, we have

\[
\int_{B_{ij}^T} \text{div } u_h \, dx - \int_{B_{ij}^T} \text{div } u_h \, dx = |T_i| \text{div } u_h|_{T_i} - |T_j| \text{div } u_h|_{T_j}.
\]

To simplify the remaining term, we observe that we can express the integral as

\[
\int_T \text{div } u_h(\phi_i - \phi_j) \, dx = \sum_{T_k \in T_{h/2}(T)} |T_k| \text{div } u_h|_{T_k}(\phi_i(b_{T_k}) - \phi_j(b_{T_k}))
\]

where again \( b_{T_k} \) denotes the barycenter of \( T_k \). We note that due to symmetry, the terms not involving \( T_i \) and \( T_j \) cancel. Evaluating the remaining terms yields

\[
\int_T \text{div } u_h(\phi_i - \phi_j) \, dx = |T_i| \text{div } u_h|_{T_i}(\phi_i(b_{T_i}) - \phi_j(b_{T_i})) + |T_j| \text{div } u_h|_{T_j}(\phi_i(b_{T_j}) - \phi_j(b_{T_j}))
\]

\[
= \frac{1}{2} (|T_i| \text{div } u_h|_{T_i} - |T_j| \text{div } u_h|_{T_j}).
\]

Next, notice that for the subtriangles there hold \( |T_i| = |T_j| = \frac{1}{4}|T| \) by construction which concludes the proof.

**Remark 4.6.** For \( d = 3 \) each uniformly refined tetrahedron consist of eight subtetrahedra of equal volume, namely four congruent subtetrahedra located at the vertices and an interior octahedron which is split into four subtetrahedra by introducing a diagonal edge. Hence we are not in the comfortable situation as for \( d = 2 \), where the interior is only composed of one element. Thus, one can check that the interior contributions do not cancel in general. However, the flux correction can again be expressed as the sum of weighted divergence-differences, where the weights depend on whether the interior diagonal intersects with the dual face or not. The resulting correction formulas follow straightforwardly by geometric arguments but their definition is lengthy and thus not given here for the sake of brevity.
5. Numerical examples. In this section, we complement our theoretical considerations by numerical experiments to highlight the importance of locally mass-conservative velocity fields. Since the effects are most visible for lower-order discretizations, we focus on linear finite elements and demonstrate the exact local conservation for different stable and stabilized methods. Moreover, we couple our finite-element solver to a finite-volume code to visibly demonstrate the effects caused by spurious sources and sinks in coupled flow-transport applications, which can be avoided by the proposed postprocessing.

5.1. Colliding flow benchmark. The first test problem is concerned with the colliding-flow benchmark on the unit square \( \Omega = (-1,1)^2 \) which is used in, e.g., [37, 4] for comparing low-order methods. Boundary conditions are chosen, such that the exact solution is given by

\[
\mathbf{u}(\mathbf{x}) = (20xy^3, 5x^4 - 5y^4) \quad \text{and} \quad p(\mathbf{x}) = 60x^2y - 20y^3,
\]

\( \mathbf{x} := (x, y) \).

The stabilization parameters for the different methods used in this example are chosen such that the velocity errors in the \( L^2 \) norm are minimal. For this we first conduct a series of experiments in which we vary the stabilization parameters of the different methods to study their influence on the solution quality. Our initial triangulation is a four element criss-cross mesh. To avoid preasymptotic effects, we first refine this mesh five times. Then, we solve the problem for parameters \( \delta \in [0.001, 2] \) for the PSPG-stabilization, and \( \alpha_i \in [0.01, 20] \), \( i = 0, 1 \), for the BDG and two-level stabilizations, respectively. By this, we observe that for the PSPG-stabilization, we obtain a good balance of errors at around \( \delta_T \approx |T|/12 \), which is in line with common recommendations for the practical choice of this parameter. For the projection-based stabilizations we observe optimal errors around \( \alpha_i = 1 \), which is also justified by linear algebra considerations; cf. [22, eq.,5.95]. Beyond the optimal choice, all observed error-norms for the PSPG as well as the BDG stabilization begin to increase, which is a clear sign of overstabilization, i.e., unnecessarily strong constraints on the degrees of freedom which would otherwise contribute to a better approximation of the solution.

For the proposed two-level-stabilization, the errors do not change significantly for \( \alpha_1 > 1 \). In fact, the solution is not much different to that obtained by a \( P_1 \)-iso-\( P_2 - P_1 \) element for all choices \( \alpha_1 \in [1, \infty) \). This kind of (asymptotic) consistency comes from the fact that this stable pairing is recovered in the limit \( \alpha_1 \to \infty \) (in exact arithmetics).

Taking the parameters identified by the above experiments, we continue by studying the qualitative characteristics of the different methods based on the benchmark shown above. To quantify the local mass-conservation characteristics, we define

\[
\| \mathbf{u}_h \|_{\text{div}, \mathcal{T}_h} := \max_{T \in \mathcal{T}_h} \int_{\partial T} \mathbf{u}_h \cdot \mathbf{n} \, ds, \quad \text{and} \quad \| j(\mathbf{u}_h, p_h) \|_{\text{div}, B_h} := \max_{B \in \mathcal{B}_h} \int_{\partial B} j(\mathbf{u}_h, p_h) \, ds,
\]

where the postprocessed mass flux \( j(\mathbf{u}_h, p_h) \) is defined as in the previous section and whenever \( j \) is independent of \( p_h \), we shall only write \( j(\mathbf{u}_h) \).

We then solve the problem on a series of uniformly refined criss-cross meshes with five consecutive levels using the PSPG stabilization, the BDG stabilization, the two-level stabilized method investigated in this paper, and the classical \( P_1 \)-iso-\( P_2 - P_1 \) mixed finite element method. Here we make sure that the resolution of the velocity mesh is the same for all considered cases, i.e., we start with level 2 for the one-level approaches and with level 1 for the two-level approaches. The results are listed in Table 1.
We can observe that all methods perform comparably in the standard norms. Also the observed local mass-defects on the primal mesh do not substantially differ between the different stabilizations. On the dual mesh, however, we see that all considered schemes conserve mass exactly for the postprocessed flux (up to roundoff errors). The significance of this property shall be further studied in the following.

### Table 1

Comparison of different stable $P_1 - P_1$ methods for the colliding flow benchmark on a series of uniformly refined meshes. Rates for the mass-conservative fluxes are omitted since the listed values essentially result from effects of floating point arithmetic, hence contain no meaningful information about the rate of convergence with respect to the mesh-size.

$$P_1 - P_1 \text{ element with PSPG-stabilization } (\delta_P = |T|/12)$$

| $h$ | $\|u - u_h\|_0$ | Rate | $\|u - u_h\|_1$ | Rate | $\|p - p_h\|_0$ | Rate | $\|u_h|_{\text{div, } T_h}$ | Rate | $\|J(u_h, p_h)|_{\text{div, } S_h}$ | Rate |
|-----|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|
| 3.521e+00 | 1.829e+01 | 1.20 | 2.492e+01 | 1.62 | 6.835e+01 | 2.38 | 9.436e+16 |  |  |
| 9.42e-01 | 1.829e+00 | 1.12 | 8.718e+00 | 1.52 | 1.315e+01 | 2.38 | 5.828e+16 |  |  |
| 2.435e-01 | 3.515e+00 | 1.09 | 2.575e+00 | 1.66 | 1.962e+02 | 2.75 | 3.387e+16 |  |  |
| 6.144e-02 | 1.919e+00 | 1.04 | 8.315e+00 | 1.73 | 2.662e+03 | 2.88 | 1.936e+16 |  |  |
| 1.541e-02 | 9.482e+00 | 1.02 | 2.470e+00 | 1.75 | 3.462e+04 | 2.94 | 1.810e+16 |  |  |

$$P_1 - P_1 \text{ element with BDG-stabilization } (\alpha_0 = 1)$$

| $h$ | $\|u - u_h\|_0$ | Rate | $\|u - u_h\|_1$ | Rate | $\|p - p_h\|_0$ | Rate | $\|u_h|_{\text{div, } T_h}$ | Rate | $\|J(u_h, p_h)|_{\text{div, } S_h}$ | Rate |
|-----|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|
| 3.800e+00 | 1.814e+01 | 1.20 | 2.342e+01 | 1.62 | 7.113e+01 | 2.38 | 7.113e+16 |  |  |
| 9.829e-01 | 8.396e+00 | 1.11 | 8.476e+00 | 1.47 | 1.329e+01 | 2.42 | 5.767e+16 |  |  |
| 2.557e-01 | 3.961e+00 | 1.08 | 2.758e+00 | 1.62 | 1.962e+02 | 2.76 | 2.474e+16 |  |  |
| 6.492e-02 | 1.923e+00 | 1.04 | 8.538e+00 | 1.69 | 2.652e+03 | 2.89 | 2.798e+16 |  |  |
| 1.362e-02 | 9.492e-01 | 1.02 | 2.933e+00 | 1.72 | 3.444e+04 | 2.95 | 1.227e+16 |  |  |

$$P_1 - P_1 \text{ element with two-level stabilization } (\alpha_1 = 1)$$

| $h$ | $\|u - u_h\|_0$ | Rate | $\|u - u_h\|_1$ | Rate | $\|p - p_h\|_0$ | Rate | $\|u_h|_{\text{div, } T_h}$ | Rate | $\|J(u_h, p_h)|_{\text{div, } S_h}$ | Rate |
|-----|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|
| 3.800e+00 | 1.814e+01 | 1.20 | 2.342e+01 | 1.62 | 7.113e+01 | 2.38 | 8.049e+16 |  |  |
| 9.829e-01 | 8.396e+00 | 1.11 | 8.476e+00 | 1.47 | 1.329e+01 | 2.42 | 8.881e+16 |  |  |
| 2.557e-01 | 3.961e+00 | 1.08 | 2.758e+00 | 1.62 | 1.962e+02 | 2.76 | 3.978e+16 |  |  |
| 6.492e-02 | 1.923e+00 | 1.04 | 8.538e+00 | 1.69 | 2.652e+03 | 2.89 | 4.359e+16 |  |  |
| 1.362e-02 | 9.492e-01 | 1.02 | 2.933e+00 | 1.72 | 3.444e+04 | 2.95 | 2.307e+16 |  |  |

$P_1$-iso-$P_2 - P_1$ element (stable)

| $h$ | $\|u - u_h\|_0$ | Rate | $\|u - u_h\|_1$ | Rate | $\|p - p_h\|_0$ | Rate | $\|u_h|_{\text{div, } T_h}$ | Rate | $\|J(u_h, p_h)|_{\text{div, } S_h}$ | Rate |
|-----|----------------|-------|----------------|-------|----------------|-------|----------------|-------|----------------|-------|
| 3.928e+00 | 1.865e+01 | 1.20 | 2.194e+01 | 1.62 | 9.106e+01 | 2.38 | 9.436e+16 |  |  |
| 9.430e-01 | 8.354e+00 | 1.16 | 7.741e+00 | 1.50 | 1.384e+01 | 2.80 | 7.771e+16 |  |  |
| 2.251e-01 | 3.928e+00 | 1.09 | 2.409e+00 | 1.68 | 1.946e+02 | 2.83 | 4.440e+16 |  |  |
| 5.607e-02 | 1.912e+00 | 1.04 | 7.088e+00 | 1.77 | 2.589e+03 | 2.91 | 4.440e+16 |  |  |
| 1.399e-02 | 9.466e-01 | 1.01 | 2.034e+00 | 1.80 | 3.338e+04 | 2.96 | 1.989e+16 |  |  |

### 5.2. Coupling with advective transport.

In this example, we study the effects of mass-conservative flow fields in the context of the coupling of flow and transport. For the sake of simplicity, we are not interested in a fully coupled nonlinear simulation here and hence only study the one-way effect of the nonconservative velocity fields on the transport of certain scalar quantities (e.g., concentration, temperature, etc.). We thereby neglect the back-coupling of wrongly convected quantities on the flow field, since this is a highly application-dependent matter and would only complicate the interpretation of our results.

As a model problem, we couple the steady-state Stokes equation (1.1) to a simple transport equation governing the change of mass in a control volume $V_i \subseteq \Omega$, which is given by the integral conservation law

$$\partial_t \int_{V_i} c \, dx = - \int_{\partial V_i} c \, \mathbf{u} \cdot \mathbf{n} \, ds.$$ 

This equates the change of mass in the control volume with the advective transport...
through the boundary. Let us next assume that Ω is partitioned into nonoverlapping polygonal control-volumes \( V_i \). Discretizing spatially in terms of finite volumes (FV) with first-order upwinding (sometimes called donor-cell splitting) and temporally by a forward Euler method on the uniform subdivision \( t^k = k\Delta t \), we obtain the explicit marching scheme

\[
\phi^{k+1}_i = \phi^k_i - \frac{\Delta t}{|V_i|} \sum_{j \neq i} \{ (\phi^k_i + \phi^k_j)(\mathbf{u}, \mathbf{n})_{ij} + (\phi^k_i - \phi^k_j)|\mathbf{u}, \mathbf{n}\rangle_{ij} \}, \quad k = 0, 1, \ldots,
\]

where the degrees of freedom \( \phi^k_i := |V_i|^{-1} \int_{V_i} \phi(x, t^k) \, dx \) denote the cell-averages in the control volume \( V_i \) at \( t = t^k \) and \( \langle \mathbf{u}, \mathbf{n}\rangle_{ij} := \int_{\partial V_i \cap \partial V_j} \mathbf{u} \cdot \mathbf{n} \, ds \) denotes the net flux through an interior interface between two control volumes \( V_i \) and \( V_j \). Different types of finite volume methods can now be generated by specifying the partitioning of the domain Ω. Below, we shall consider the vertex-centered (VC) scheme with respect to the macromesh, i.e., \( V_i \in B_h \) and the cell-centered (CC) scheme with respect to the fine mesh, i.e., \( V_i \in T_h \). The time-step size \( \Delta t > 0 \) is always chosen small enough, such that the Courant–Friedrichs–Lewy condition is satisfied. For further details on the employed schemes, we refer to [32].

To obtain a nonconservative approximative flow field, we first generate an exact flow field \( \mathbf{u} \) as follows: Given the function \( \psi_1(x) := xy(1-x)(1-y) \) an unspecified but smooth enough function \( \psi_2(x) \), we set

\[
\tag{5.2}
\mathbf{u}(x) := 10 \left( \frac{\partial_y(\psi_1(x) \cdot \psi_2(x))}{-\partial_x(\psi_1(x) \cdot \psi_2(x))} \right),
\]

which is by construction solenoidal and has free-slip boundary values. This flow field, together with \( p(x) = 10(2x - 1)(2y - 1) \) is approximately reproduced using the finite element schemes discussed above, where we set boundary conditions given by the exact solution, and we compute \( \mathbf{f} = -\Delta \mathbf{u} + \nabla p \) to ensure that \( (\mathbf{u}, p) \) solves (1.1). The resulting fluxes \( \mathbf{u}_h \cdot \mathbf{n} \) and the postprocessed conservative fluxes \( j(\mathbf{u}_h, p_h) \) on the boundaries of the control volumes \( V_i \) are then used to convect the mass in the discrete sense.

![Fig. 9.](image)

Fig. 9. Different velocity fields generated by (5.2) for different choices of the generator function \( \psi_2 \). Left: \( \psi_2(x) = (x - 0.5)^2 + (y - 0.5)^2 \); right: \( \psi_2(x) = \psi_1(x)/2 \). Arrows are colored by magnitude (red: fast; blue: slow). (This figure will be printed in color in the electronic version.)

### 5.2.1. Zeroth order accuracy

In this experiment, we follow the discussion of zeroth-order accuracy in [18], i.e., we investigate the capability of the schemes to reproduce a constant initial concentration \( c(x, t = 0) = 1 \) in Ω. In this case, the
solution is trivial for an incompressible flow field, since any convected mass is always instantly replaced and thus $c(x, t) = 1$ for all $t \geq 0$. For this, we solve for the interval $t \in (0, 1]$. The exact velocity field is generated by plugging the generator function $\psi_2(x) = (x - \frac{1}{4})^2 + (y - \frac{1}{2})^2$ into the construction given above, producing a complicated flow field with several recirculation zones in the interior of the domain as depicted in Figure 9 (left).

We conduct a series of experiments for a fully unstructured mesh $T_h$ with the vertex-centered method based on the dual mesh $B_h$ and the cell-centered method defined on the refinement $T_h/2$. The results for $t = 1$ are depicted in Figures 10 (VC-FV) and 11 (CC-FV). We observe strong mass-defects in the boundary regions, where the nonconservative fluxes produce errors of $0.5 - 8\%$ for the vertex-centered schemes. These effects grow stronger with increasing stabilization parameters but can be completely avoided by using the newly proposed postprocessing strategies. Using these techniques, the different schemes are all capable of reproducing constant solutions (up to perturbations in the order of numerical roundoff). An interesting observation can be made for the two-level approach: Here we observe significantly smaller mass-defects than for the PSPG or the BDG method already for the method without postprocessing, which indicates the importance of a sufficiently large kernel of the stabilization operator. By considering stabilization terms that have no effect on the macrogrid pressures, we achieve better local conservation properties. However, this effect does not carry over to the primal meshes, where for all methods we have to compensate mass-defects of around $7 - 9\%$; see Figure 11.

5.2.2. Mixing of two concentrations. The next example takes a slightly more complicated initial profile which is transported by a single convection cell that can be generated by the choice $\psi_2(x) = \frac{1}{2}\psi_1(x)$; cf. Figure 9 (right). We set the initial concentration to

$$c(x, t = 0) = \begin{cases} 2, & x < 0.5, \\ 1, & x \geq 0.5 \end{cases}$$

and solve for the interval $t \in (0, 10]$. The results for $t = 10$ are depicted in Figure 12. We observe that all considered methods display spurious sources and sinks. However, the effect is again less severe for the proposed two-level-stabilized method and can in fact be completely eliminated by postprocessing the velocity solutions. For comparison, we show the results obtained by an over-stabilized PSPG-solution. The over-stabilization of such asymptotically inconsistent (w.r.t. the parameter) stabilizations results in unphysical effects near the boundary which cannot be compensated by the postprocessing alone. The situation is similar for the BDG method. For the two-level approach the limit yields a stable finite element pair, hence it is not possible to over-stabilize this approach. However, choosing large parameters is not advisable for this approach either, since it has a negative effect on the condition of the resulting linear system of equations.
Fig. 10. Results for $t = 1$ using a VC-FV method: we set the initial concentration to $c(x,t = 0) = 1$ and compare the velocity fields computed by (from the top row) the PSPG method ($\delta_T = |T|/12$), the BDG method ($\alpha_0 = 1$), the two-level-stabilized method ($\alpha_1 = 1$). On the left, we show the concentration fields obtained without and on the right the ones with postprocessing.
Fig. 11. Results for $t = 1$ using a CC-FV method: we set the initial concentration to $c(x, t = 0) = 1$ and compare the velocity fields computed by (from the top row) the PSPG method ($\delta_T = |T|/12$), the BDG method ($\alpha_0 = 1$), the two-level-stabilized method ($\alpha_1 = 1$). On the left, we show the concentration fields obtained without and on the right the ones with postprocessing.
Fig. 12. Results for $t = 10$ using a VC-FV method: the initial concentration is set to $c(x, t = 0) = 2$ for $x < 0.5$ and $c(x, t = 0) = 1$ otherwise. We compare the velocity fields computed by (from the top row) the PSPG method ($\delta_T = |T|/12$), the overstabilized PSPG method ($\delta_T = |T|$), the BDG method ($\alpha_0 = 1$), the two-level-stabilized method ($\alpha_1 = 1$). On the left, we show the concentration fields obtained without and on the right the ones with postprocessing.
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